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➢ Goal Interpretation: Strict spatio-temporal constraints pose a 

major challenge to agents' fine-grained reasoning capabilities.

➢ Information Integration: Realistic evaluation benefits from 

sandbox where agents actively verify dynamic information.

➢ User-Need Design: Implicit constraints in open-world queries 

remain a critical bottleneck for current models. ➢ POI Selection

➢ Intent Understanding: Move beyond explicit 

instruction following to handle open-world 

constraints and ambiguous user needs through active 

clarification and implicit preference extraction. 

➢ Tool Usage: Shift from static, closed-world generation 

to dynamic sandbox environments, where agents 

actively verify real-time information (e.g., availability, 

pricing) via external APIs. 

➢ Planning & Reasoning: As the central competency, 

agents must generate hallucination-free itineraries that 

strictly adhere to spatio-temporal constraints while 

fully satisfying user requirements.

➢ The Trustworthiness Gap: A persistent gap remains between 

current LLM capabilities and robust autonomous planning.

➢ The Trade-off: Existing approaches face a dilemma: Neuro-

symbolic methods offer precision but lack adaptability, while 

General-purpose agents offer broad applicability but fail at 

complex constraint satisfaction.

➢ Future Directions: 

➢ Methodology: Develop modular frameworks that fuse 

structured reasoning with adaptive language models. 

➢ Evaluation: Construct realistic, large-scale benchmarks 

paired with fine-grained diagnostic protocols to accurately 

isolate specific breakdowns in reasoning and planning.
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I. Abstract
While LLM agents demonstrate potential across various domains, their trustworthiness in complex, real-world tasks remains under-

examined, particularly in travel planning where constraint satisfaction acts as a persistent bottleneck. This paper presents a systematic 

examination of the domain: 1) we provide a comprehensive review of existing benchmarks, summarizing design trends and emerging 

challenges; 2) we categorize prevailing solutions into general-purpose, multi-agent, and neuro-symbolic approaches, analyzing their 

trade-offs; and 3) we introduce modular ability analyses to pinpoint failures, revealing that significant challenges remain in reasoning and 

processing information under constraints, suggesting that task decomposition is the most promising path forward.

II. Benchmarks Analysis IV. Experiments

III. Key Capabilities

V. Conclusion

➢ Overall Results
LLMs struggle to generate entirely valid plans.

➢ Constraints Extraction Results
LLMs are effective at extracting closed world constraints, 

but open constraint extraction remains challenging.

LLMs adopt conservative and inaccurate policies.

➢ Error Recognition
LLMs can recognize some errors given the error range 

and correct constraints
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