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Background How is the model’s harmfulness affected during TTRL? 
What is the impact of prompt injection attacks?

Test-Time Reinforcement Learning (TTRL) improves 
LLM reasoning by rewarding self-consistency using 
majority vote as a reward signal (Zuo et al. 2025).

Main findings HarmInject Attack

Problem setup

RQ1: Does TTRL on benign data increase 
model’s harmfulness?

RQ3: Can TTRL be exploited to amplify harmfulness?

HarmInject prompt 
injection attack:

Future work will involve designing novel test-time training 
methods that can balance safety and reasoning tradeoffs 

under prompt injection attacks
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Update LLM parameters using GRPO

Takeaway:  Test-time training on mathematical reasoning task does not affect 
the underlying harmfulness of the model.

Model Initial accuracy on 

AMC

Post-TTRL accuracy on 

AMC

Qwen1.5b-Instruct 24.3% 37.7%

Llama3-8b-Instruct 8.2% 10.8%

• Threat model and prompt injection. We consider injection of 
harmful jailbreak prompts into the test-time training data.

•  Models. We consider two instruction-tuned models: Qwen2.5-
1.5B-Instruct and Llama-3-8B-Instruct. 

• Datasets. We use the JailbreakV-28k, Llama jailbreak artifacts [2] 
specifically tuned to jailbreak the Llama3-8B-Instruct model, and 
in-the-wild jailbreak dataset. We conduct all experiments on the 
AMC reasoning dataset

Takeaway: an adversary can deliberately design prompts to exploit
TTRL and systematically drive the model towards harmfulness. 

Safety 
amplification

Takeaway: TTRL reinforces the base model’s behavior on the injected data. 
If refusals are dominant, safety amplifies; if harmful completions are 
dominant, harmfulness amplifies.

Impact on safety and reasoning for Qwen-1.5B-Instruct model after harmful prompt injection 
across two jailbreak datasets: JailbreakV-28k and WildJailbreak (left to right, respectively) 
during TTRL, for safety (top row) and AMC accuracy (bottom row).

Impact on safety and reasoning: (a) Attack success rate (ASR) for Qwen- 1.5B-Instruct with 
HarmInject prompts constructed from JailbreakV-28k and evaluation on held-out JailbreakV-28k 
prompts. (b) AMC accuracy for Qwen-1.5B-Instruct after TTRL on HarmInject prompts. (c) ASR for 
Llama- 3-8B-Instruct with HarmInject prompts constructed from Llama Artifact jailbreaks and 
evaluation on held-out JailbreakV-28k prompts. (d) AMC accuracy for Llama-3-8B-Instruct after 
TTRL on HarmInject prompts.

Attack success rate (ASR) measured across three jailbreak datasets: JailbreakV-28k, 
WildJailbreak, and Llama Artifacts (left to right, respectively) during TTRL, for Qwen-1.5B-
Instruct (top row) and Llama-3-8B-Instruct (bottom row). 

RQ2: What is the impact of harmful prompt 
injection during TTRL?
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