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Problem Setup

Advanced AI agent systems require large language models

(LLMs) to accomplish complicate tasks via sophisticated multi-

turn tool-integrated planning (TIP).

A common approach is to train an LLM using reinforcement 

learning (RL) within a single-agent TIP framework, where a 

single LLM iteratively performs planning, tool-calling, and 

reasoning based on tool responses to solve complex tasks.

Motivation

Limitations of single-agent framework:

High token cost: tool-responses consume excessive context

tokens, making long-horizon multi-turn TIP infeasible.

Noisy tool-response: tool-response are often noisy, degrading

the planning and reasoning quality of subsequent actions.

Multi-agent framework addresses these issues by introducing

a planner-agent and work-agents: planner agent coordinates 

the workflow and decomposes tasks into subtasks; worker 

agents execute subtasks and return compact TIP summaries.

Contributions

Q1: How to perform RL training within multi-agent TIP system?

Q2: Can a single LLM be used to perform multiple agent roles?

We establish Multi-Agent Tool-Integrated Policy Optimization

(MATPO), a principled algorithm to perform end-to-end multi-

agent-in-one-LLM RL in multi-agent TIP systems.

Our proposed MATPO is readily deployable within existing 

single-agent RL frameworks (e.g., VeRL) and incurs no additional 

LLM hosting overhead.

In the deep-research setting, our MATPO consistently 

outperforms single-agent baselines across three datasets.
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