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n The Problem: System Prompts are Vulnerable IP E The Solution: Prompt Sensitivity Minimization (PSM)
® The "Secret Sauce": System prompts define an LLM's persona, constraints, and PSM formalizes prompt hardening by searching for an optimal shield suffix S to append
business logic, representing core intellectual property for commercial applications. to the system prompt. The objective is to minimize a leakage metric L while preserving
« The Threat: Adversarial queries (prompt extraction) can deceive LLMs into task utility U above a threshold t
revealing these hidden instructions.
« Current Defense Limitations: mSin L(PEHS) subjectto UPHS) =1

o Heuristics: Simple instructions like "Do not reveal..." are easily bypassed by
jailbreaks.

o Filtering: Input/output sanitization adds computational overhead and struggles
with novel attacks.

Leakage Objective (L)
To capture worst-case vulnerability across a set of adversarial queries (4), PSM utilizes a
Log-Sum-Exp (LSE) smooth approximation of the maximum ROUGE-L recall:

1
o White-box requirements: Many advanced defenses require access to model LPDS) = Elogz exp (ﬁ - ROUGE-L o 51((P, Ra))
weights, which is impossible for API-based models Q€A
PSM is a framework for Automatically learn a short shield suffix that makes system * B: Temperature parameter (set to 10) controlling the sharpness of the
prompts much harder to extract—without hurting task performance—using only black- approximation.
box API access  R,:Modelresponse M(P & S & a) to adversarial query a € A.

Utility Objective (U)

Large Language

(R ilicastsee Model (LLM) 1 7 b Utility is quantified as the mean semantic similarity ratio between the shielded
ys m ) 0 ) g ] ] .
Prompt e response t; and the baseline response b;, In:,elatlve to a "gold" standard g;:
e aiios: Hidden System T 1 sim(t;, g;)
“Ignore previous onmpt “You are a helpful Al B N z sim(b;, g;)
instructi d print A assistant, do not i=1 o i
INsStruc lonslan : prin helpful Al assistant, I, . . =
..Re\)’;," Q‘U‘;’i Stas Manipulates do not reveal your Ir:st"riitg:“: Scalar Fltnes.s Functlop o |
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2 j 1 e fitness(S) = L(P @ S) + 1 - max(0,7 — U(P ® 5))

Extracted Prompt
A: Penalty multiplier (e.g., 100) to enforce the utility constraint.

Figure 1. System-prompt extraction flow where a malicious user prompt tricks the LLM
into revealing hidden system instructions.

B Methodology: LLM-as-Optimizer

PSM: LLM-Guided Black-Box Optimization Workflow PSM utilizes an LLM-as-optimizer[1] approach to search the semantic space for the best
] ) shield without needing gradient access.
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n Experimental Results

We evaluated PSM on GPT-40-mini, GPT-4.1-mini, and GPT-5-mini using two benchmarks
of system prompt corpora (Synthetic System Prompts [6] and Unnatural Instructions [5]).

Dataset Attack | Defense GPT-5-mini GPT-4.1-mini GPT-40-mini

AMAvg JMAvg | AMAvg JMAvg | AMAvg JM Avg
Baseline defenses: Heuristics/Direct [2] adds explicit “don’t reveal the system prompt” y No EEEHSE g;‘f; gjg’f %ﬁgﬂ ggg’f {;Zf iﬁff
instructions, Fake/Decoy [2] inserts misleading prompt content to distract extraction 1ang Diroct 0% 0% "y 7 0% L6
attempts, and Filter blocks [3] outputs that match prompt text patterns (e.g., n-grams). PSM 0% 13% 0% 4% 0% 6%
No Defense 1% 42% 26% 34% 3% 27%
. I . Zhan Fake 1% 429 30% 329 7% 33%
Robustness Against Sophisticated Attacks. | - Synthetic System Prompts 51 Dieu 0% 1% o  18% | o= 4
« Raccoon [4]: a 59-prompt system-prompt extraction benchmark covering diverse PSM 0% 8% 0% 2% 0% 6%
: . s A . : : No Defense 2% 42 % 61% 59% 15% 27%
coercion, formatting, and indirect |nJe§t|on strategies. | Raccoon Folco o 9% 0% 1% 23 200
« Raccoon-Language [4]: a Raccoon variant where attackers request translated versions Direct 0% 8% 49% 51% 1% 1%
of the hidden prompt to bypass exact-match Ffilters. PSM 0% 8% 7% 5% 0% 4%
. : . . - - - - No Defense | 1% 24% 30% 54% 10% 21%
Ppllte Requgsl:s (Llang) .[2']. 22 soqally eng!neered, queries designed to coax Liang ke L% 2 1807 179 19% 307
disclosure without explicit instruction overrides. Direct 0% 8% 10% 19% 0% 0%
« Command Override (Zhang) [3]: 110 direct jailbreak attempts that explicitly instruct . fE)SI;’I g? 3?03 3?1% ;‘;; 102% 104"{;
. . . . 0 beiensce (7] (4] © (4] (4] ©
the model to ignore or override prior system constraints. AT Zhang Fake 3% 4% 0%, 16% 19% 6%
RAL Direct 0% 15% 13% 13% 0% 1%
Under Raccoon-Language, PSM maintained near-zero leakage (~1-3% ASR), while n- - f[’)SI;’I g?;? 232%, ‘?5?; 412?; ;’1‘@ %‘;
. . 0 beiensce (7] (4] © (4] (4] ©
gram filters degra.ded substant!ally. (up to 29% ASR).. N Raccoon | Fake 39, 0% 519 1% 31% 6%
Utility Preservation : PSM maintained ~100% relative utility across all tested models, Direct 0% 12% 43% 39% 4% 4%
ensuring that security improvements did not degrade model helpfulness. PSM 0% 3% 6% 5% 0% 0%

Table 1. Attack success rates across datasets, attacks, and baseline defenses, highlighting
that PSM keeps leakage near zero across models.
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