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Abstract

Computer Use Agents (CUAs) are designed to autonomously
operate digital interfaces, yet they often fail to reliably deter-
mine whether a given task has been successfully completed.
We present an autonomous evaluation and feedback frame-
work that leverages Vision—Language Models (VLMs) to as-
sess task completion directly from screenshots and task de-
scriptions. Our dataset covers 42 built-in macOS applications
and 1,260 human-labeled tasks, covering a wide range of sce-
narios. Our framework achieves up to 73% classification ac-
curacy in task success detection and yields an average relative
improvement of 27% in the overall task success rate of CUAs
when evaluator feedback is applied. These results demon-
strate that vision-based evaluation can serve as an actionable
feedback mechanism that significantly improves the reliabil-
ity and self-correction of autonomous computer-use agents.

Introduction

In recent years, Computer Use Agents (CUAs) (Saunders
et al. 2022; OpenAl 2025; Mei et al. 2025) have emerged
as a promising paradigm for enabling Al systems to au-
tonomously interact with digital environments, perceiving
screen states and performing actions such as clicking, typ-
ing, and executing commands to accomplish user-specified
goals. Despite their generality and service-agnostic design,
a key limitation remains: CUAs often struggle to reliably
determine whether a task has been successfully completed.
This shortcoming manifests in two critical ways:

» The agent declares a task complete when it is not, under-
mining user trust and overall reliability (Sun et al. 2025;
Sager et al. 2025).

» The agent successfully completes the task but fails to rec-
ognize this, leading to redundant actions and unnecessary
computational overhead (Sager et al. 2025).

To address these challenges, this work proposes a method
for autonomous evaluation of task completion for macOS
CUAs, aimed at improving both the success rate and the re-
liability of CUAs.

We focus on the macOS environment for two main rea-
sons. First, it remains an underexplored domain in the study
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of screen representations and CUAs (Muryn et al. 2025).
While prior work has primarily examined web and mobile
environments (Pan et al. 2024; Li et al. 2024; Humphreys
et al. 2024), desktop operating systems have received con-
siderably less attention. Desktop interfaces are also inher-
ently more complex to interpret: they typically contain a
larger number of visual elements than mobile Uls and lack
structured unified representations such as HTML trees avail-
able in web environments (Muryn et al. 2025). Second,
we choose macOS as an ideal starting point because it of-
fers a controlled yet diverse collection of built-in applica-
tions that enable systematic benchmarking of task execution
and evaluation. In the future, we aim to extend our frame-
work to other desktop operating systems, including Win-
dows, Linux, and cross-platform web interfaces, toward de-
veloping general-purpose and reliable CUAs.
To sum up, the contributions of this work are as follows:

* We introduce a diverse, human-labeled dataset compris-
ing 1,260 tasks across 42 built-in macOS applications.

* We propose a methodology for autonomous evaluation
of task completion, achieving up to 73% accuracy and
improving success rate of CUAs by an average of 27%
relative percentage points on average.

Related Works
Computer Use Agents

CUAs are autonomous agents designed to interact directly
with Graphical User Interfaces (GUIs), performing actions
such as clicking, typing, scrolling, or navigating web pages.
Early examples include browser-based assistants and recent
prototypes such as OpenAl’s Computer Use tool!, which
integrate vision-language reasoning with low-level action
execution. Similar lines of research explore autonomous
UI navigation (Gur et al. 2023), multi-modal planning (Li
et al. 2024), and end-to-end web automation benchmarks
(Humphreys et al. 2024).

Unlike API-based or function-calling agents that require
explicit integration with each service, CUAs operate in a
service-agnostic manner: they perceive and act directly on
the screen, enabling interaction with any digital environment
without additional engineering effort. This design paradigm
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makes CUAs inherently more flexible and scalable, capable
of generalizing across software systems and interfaces (Sun
et al. 2025; Sager et al. 2025). However, this generality also
introduces new challenges in reasoning and verification. Be-
cause CUAs rely solely on visual observations, they can fail
silently or partially when confronted with unexpected inter-
face states, visual occlusions, or distribution shifts (Gur et al.
2023; Humphreys et al. 2024; Li et al. 2024). This highlights
the need for reliable mechanisms to assess whether the in-
tended task has actually been completed, especially when
the task cannot be trivially reduced to log-based success sig-
nals.

Autonomous Evaluation of Task Completion

A persistent challenge across all types of agentic systems
is evaluating whether a goal has truly been achieved (Zhou
et al. 2025; Bhonsle et al. 2025; Zhuge et al. 2024). Reli-
able evaluation is fundamental for measuring performance,
enabling self-improvement, and establishing user trust of
agents.

In this work, we adapt this broader evaluation challenge to
the domain of CUAs. The problem of determining whether a
CUA has successfully completed a task has not been exten-
sively explored (Sager et al. 2025). While prior work has fo-
cused primarily on improving action planning and interface
understanding (Gur et al. 2023; Li et al. 2024; Humphreys
et al. 2024), it has paid little attention to how to tell when a
task is actually completed.

A notable exception is script-based evaluation, used in
the OSWorld benchmark (Xie et al. 2024). However, this
approach relies on manually written verification scripts for
each task, which severely limits scalability and makes real-
time evaluation impractical. Maintaining reliable automated
evaluation across hundreds of GUI tasks requires substan-
tial manual effort, since even minor interface or environment
changes can break the scripts and invalidate results.

Also, a closely related effort is the work of Pan et al.
(2024), which proposes an autonomous evaluation and re-
finement framework for digital agents. Their method focuses
on automatically assessing and improving web-based and
simulated agents by reasoning over structured representa-
tions of page elements and textual feedback. Although their
approach demonstrates that model-based evaluators can sig-
nificantly accelerate agent learning, it operates primarily in
browser and synthetic environments where the interface se-
mantics and success states are explicitly defined. In contrast,
our setting involves real desktop interfaces, specifically ma-
cOS, where the screens are harder to parse due to variety and
number of elements and also have no universal way of rep-
resentation as in the web HTML (Muryn et al. 2025). This
makes our work a complementary extension of autonomous
evaluation to unstructured, multimodal environments that
better mirror real-world computer use.

In contrast, the question of task completion by an agent
has been more systematically studied in other domains, par-
ticularly in robotics. In robotics, recent work such as Auto-
Eval (Zhou et al. 2025) introduces autonomous evaluation
frameworks for manipulation policies, reducing the reliance
on human annotators or scripted success detectors. It reaches

both high agreement with human annotations and reduces
the human annotation time by 99%.

Our work builds on this line of research but adapts it to
the domain of CUAs. Unlike physical robotics tasks, task
completion in digital environments often lacks a straightfor-
ward ground-truth signal: for instance, whether “sending an
email” was completed correctly may not be directly observ-
able from logs alone. Inspired by AutoEval, we propose to
use vision-language models as evaluators that judge whether
the current desktop state corresponds to the intended out-
come, providing CUAs with reliable, automated feedback.

Methodology
Dataset

Our dataset? covers 42 built-in macOS applications, span-
ning functionality productivity, communication, multime-
dia, system utilities, and developer tools. For each applica-
tion, we define 30 concrete tasks, resulting in a total of 1,260
tasks (in comparison, the OSWorld (Xie et al. 2024) con-
stains 369 tasks). The task set is deliberately diverse, ranging
from simple actions (e.g., “Open Calendar app”) to more
complex, multi-step interactions (e.g., “Filter apps by free
in App Store and open the first result”).

This design ensures coverage across varying levels of dif-
ficulty and interaction types, allowing us to evaluate CUAs
both on basic GUI navigation skills and on higher-level rea-
soning about application states. The dataset is intended to
simulate realistic end-user goals that CUAs may encounter,
while avoiding tasks that require private user data or external
configuration (e.g., importing files or logging into accounts).

Autonomous Evaluation

We propose a zero-shot method based on VLMs to automat-
ically evaluate whether a task has been successfully com-
pleted 3. Our pipeline consists of three main steps: 1. The
CUA attempts to complete the given task; 2. A VLM re-
ceives the final screenshot along with the original task de-
scription and predicts whether the task has been successfully
completed, providing a natural language justification for its
decision; 3. If the VLM judges the task as incomplete, its
reasoning is fed back into the CUA. The agent then uses this
feedback to attempt the task again, starting from its current
state rather than restarting from scratch.

This feedback loop enables CUAs not only to receive au-
tomated success signals but also to adapt their behavior dy-
namically, reducing both task failure and redundant actions.
The illustration of our proposed pipeline is shown in Fig-
ure 1.

Task Execution. For our experiments, we evaluated three
CUAs: Claude Computer Use*, OpenAl Operator, and Ul-
TARS (Qin et al. 2025). The first two are proprietary sys-
tems, while UI-TARS is open-source. We selected these

*https://zenodo.org/records/17696742
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Figure 1: Overview of the proposed evaluation-feedback pipeline. CUA executes a user-defined task (e.g., “Change appearance
on macOS to dark mode”) and produces a final screenshot of the desktop state. The VLM receives the screenshot and task
description, then judges whether the task was successfully completed. If the task is deemed incomplete, the VLM provides
reasoning that is passed back to the CUA, which reattempts the task based on this feedback.

agents because they currently achieve leading performance
on the OSWorld benchmark (Xie et al. 2024).

Each CUA is provided with a task description and at-
tempts to complete the task within the macOS environment.
During execution, the full trajectory is recorded, including
step-by-step screenshots, the actions performed at each step
(where the action space consists of clicks, double-clicks,
typing text, pressing keys, and waiting), and the agent’s rea-
soning at each step.

Outcome Evaluation. In this stage, the task description
and the final screenshot of the desktop state are provided to a
VLM, which is prompted in a zero-shot setting to determine
whether the task has been successfully completed. The VLM
produces both a binary judgment (done/not done) and a short
natural-language rationale explaining its decision.

We evaluate five VLMs that represent both proprietary
and open-source families. Among proprietary evaluators,
we use GPT-40° and Claude 3.5 Sonnet®, chosen for their
state-of-the-art multimodal reasoning capabilities. For open-
source models, we employ LLaVA-v1.5-7B (Liu, Li et al.
2024), InternVL 2-8B (Chen et al. 2024), and Qwen2-VL-
7B (Bai et al. 2024), which provide competitive perfor-
mance. This selection covers a broad spectrum of parame-
ter scales and training paradigms, allowing us to compare
evaluation consistency across architectures and accessibility
tiers.

This setup enables task evaluation to be performed inde-
pendently of the acting CUA, reducing bias and ensuring
that success is judged solely from observable interface states
rather than internal model assumptions. Leveraging general-
purpose vision—language reasoning allows the evaluator to
robustly handle diverse applications and task types without
requiring task-specific rules or heuristics.

Feedback and Retry. If the VLM determines that the task
has not been successfully completed, its rationale is passed
back to the CUA as feedback. The agent then uses this rea-
soning to replan and reattempt the task, resuming from its
current state rather than restarting the entire trajectory. This
feedback loop enables independent correction: the CUA can
interpret evaluator feedback, and adjust its strategy accord-
ingly. This feedback mechanism enables the agent to con-

Shttps://openai.com/index/hello- gpt-4o/
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tinue from its current state rather than restarting, leading to
more efficient retries and higher overall task success rates.

Results
Evaluator Accuracy Across CUAs

The results in Table 1 show that accuracy of task completion
classification, measured against human-annotated ground
truth, is consistently high for both proprietary and open-
source evaluators. Even in a zero-shot setting, most models
demonstrate strong alignment with human judgments, con-
firming that vision-language models can reliably assess task
success.

Effect of Evaluator Feedback on Success Rate

Figure 2 illustrates the effect of evaluator feedback on task
success rate across the three CUAs. All evaluated VLM
feedback mechanisms lead to measurable performance gains
compared to the baseline without feedback. Proprietary eval-
uators (GPT-40 and Claude 3.5 Sonnet) yield the largest im-
provements, achieving up to 61% relative success rate gains,
while open-source evaluators such as Qwen2-VL-7B also
provide consistent boosts in success rate. Notably, agents
with lower baseline success rate like Anthropic CU ben-
efit the most from visual feedback, indicating that auto-
mated screen-based reasoning helps agents detect and cor-
rect incomplete actions. These findings highlight that VLM
evaluators not only reliably assess task completion but also
enhance the self-correction ability of CUAs through inter-
pretable, vision-grounded feedback.

Future Work

Our task completion evaluation framework opens several
promising directions for future research.

First, we plan to expand the framework beyond macOS to
additional operating systems such as Linux and Windows.
Since fundamental interface components such as windows,
menus, buttons, and text are common to Windows, Linux,
and macOS, our vision-based approach eliminates the need
for OS-specific instrumentation and enables straightforward
transfer of the same evaluation logic to new environments.
This cross-platform expansion would enable broader sup-
port of CUAs across all desktop environments.

Second, our current evaluation employs a binary success
metric: a task is considered complete only when the final



Table 1: Task completion classification accuracy (done/not done) across proprietary and open-source VLM-based evaluators for
three CUAs. Claude 3.5 Sonnet achieves the highest proprietary performance, while Qwen2-VL-7B leads among open-source

models.

Evaluator Model OpenAl Operator Anthropic CU UI-TARS
Proprietary Evaluators

GPT-40 0.61 0.69 0.64

Claude 3.5 Sonnet 0.69 0.71 0.73
Open-Source Evaluators

LLaVA-v1.5-7B 0.56 0.61 0.52

InternVL 2-8B 0.62 0.67 0.61

Qwen2-VL-7B 0.68 0.66 0.70

OpenAl Operator Anthropic CU UITARS

Evaluator
Before Feedback Claude 3.5 Sonnet WM IntemVL 2-88
m— GPT-40 = |laVAV15-7B = Qwen2-VL-78B

Figure 2: Task success rates before and after evaluator
feedback across three CUAs. Gray bars represent base-
line success rates before feedback, while colored bars in-
dicate post-feedback (after only one retry) success rate
for five VLM evaluators. Proprietary evaluators (GPT-40
and Claude 3.5 Sonnet) achieve the largest relative gains,
whereas open-source models (LLaVA-v1.5-7B, InternVL 2-
8B, and Qwen2-VL-7B) provide consistent improvements
across all agents.

goal is reached. A natural extension is to develop step-
level evaluation, in which each intermediate action is judged
based on whether it moves the agent closer to the final objec-
tive. We also plan to conduct an ablation study to determine
how many screenshots or temporal observations are most in-
formative for reliable evaluation.

Third, we plan to conduct inter-model agreement analysis,
calibration measurements, and consistency studies across
different VLMs. These analyses will quantify how sensitive
evaluations are to model choice and provide confidence in-
tervals for task-success predictions. ncorporating techniques
such as temperature scaling, conformal prediction, or en-
semble averaging may further improve the robustness of
judgments.

Forth, the evaluator’s output can be used directly as a re-
ward signal within Reinforcement Learning (RL) pipelines
for CUAs, providing interpretable, vision-grounded feed-
back that may improve exploration efficiency and stabi-
lize long-horizon training. By replacing heuristic or human-
provided rewards, this approach also reduces the need for
large-scale human-labeled datasets in RL pipelines, enabling
more scalable and autonomous agent training.

Finally, we aim to extend this work toward multi-agent
frameworks (Zhuge et al. 2024; Bhonsle et al. 2025), where
the evaluator continuously monitors CUA actions and de-
livers real-time feedback on each step. Such integration
would allow agents to adapt their strategies dynamically,
reduce redundant actions, and improve robustness. This
could further enable the development of multi-agent sys-
tems in which specialized evaluators and actors collaborate
to achieve complex computer-use goals.

Conclusion

We presented a framework that autonomously checks
whether a CUA has completed its task using only the final
screenshot and the task description. Instead of relying on
hand-written scripts or system logs, our method uses VLMs
to judge task success and provide short feedback that the
agent can use to try the task completion again, resuming
from the current state. We also provide a diverse, human-
labeled dataset of 1,260 tasks across 42 built-in macOS ap-
plications to enable reproducible evaluation and support fu-
ture research.

Across three CUAs and five VLM evaluators, our ap-
proach achieves up to 73% accuracy in identifying com-
pleted tasks and improves overall success rates by 27% on
average. We find that weaker agents benefit the most, show-
ing that external visual feedback can make CUAs more reli-
able and efficient.

Beyond improving accuracy, our framework provides a
simple and general way to verify what agents actually
achieve on screen. In the future, we plan to extend this work
to other operating systems, explore step-by-step evaluation
instead of only final results, and use the evaluator as a re-
ward signal in reinforcement learning or multi-agent sys-
tems. This moves us closer to building CUAs that can not
only act but also correctly recognize when their goals are
accomplished.
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